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CHAPTER 13

'Not Ready for Prime Time': Biometrics 
and Biopolitics in the (Un)Making  

of California’s Facial Recognition Ban
Asvatha Babu and Saif Shahin

Introduction

On 8 October 2019, Governor Gavin Newsom signed a law forbidding  
California police departments from using facial recognition (FR) software on 
body cameras. The decision was welcomed widely, especially by civil society 
groups that have long called for outlawing ‘an invasive and dangerous tracking 
technology that undermines our most fundamental civil liberties and human 
rights’ (ACLU 2019a). AB-1215, or The Body Camera Accountability Act, came 
on the heels of bans on government use of FR in five US cities earlier that sum-
mer: San Francisco, Berkeley, and Oakland in California, and Cambridge and 
Somerville in Massachusetts (Cagle 2020).

FR is a form of biometric artificial intelligence that involves ‘the automated 
process of comparing two images of faces to determine whether they represent 
the same individual’ (Garvie, Bedoya and Frankle 2016, 9). Attempts to use 
computers to identify human faces go back at least half a century (Goldstein,  
Harmon and Lesk 1971) and FR technology has become commonplace in 
recent years. We use it every day to unlock our mobile phones or tag friends 
on social media. Companies employ it to improve user profiles for targeted 
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advertising. Law enforcement agencies mostly rely on FR for two purposes: face 
verification to confirm a claimed identity and face identification to ‘identify an 
unknown face’ (Garvie, Bedoya and Frankle 2016, 10).

Although both are contentious, it is the latter application that has raised the 
most eyebrows. Back in 2016, the Georgetown Law Center on Privacy & Tech-
nology reported that FBI searches for identity using FR were ‘more common 
than federal court-ordered wiretaps’ (Garvie, Bedoya and Frankle 2016, 25). 
The faces of nearly 117 million Americans were already in federal law enforce-
ment databases and every other American adult had had their photos searched 
in this manner. Law enforcement agencies in the United States have dabbled in 
FR-based surveillance projects since 2001 (Gates 2011). Now, with advances 
in technology, police departments in various cities in the US, in conjunction 
with technology corporations, have initiated FR-based surveillance programs 
that use existing infrastructure like CCTV cameras such as Detroit’s Project 
Greenlight, under which ‘cameras all over the city keep an eye on the popu-
lace’ (Colaner 2020). Others are experimenting with using FR on body cameras 
and mobile phones (Naughton 2020). The US Customs and Border Protection 
agency began deploying FR cameras at airports in 2017 (Oliver 2019) while 
immigration officers started running FR searches on driving license photos to 
identify undocumented immigrants since at least 2019 (Chappell 2019). 

There is no federal law regulating the collection and use of biometric data in 
the United States. Illinois, Texas and Washington are the only states so far to 
pass comprehensive legislation regulating state and private collection of biom-
etric information (Pope 2018). At the same time, facial data has become ubiqui-
tous on the internet with the sharing of photos and videos on social media. An 
ecosystem of businesses, such as the controversial Clearview AI, have sprung 
up that take advantage of this ubiquity and regulatory lag to build massive data-
bases and cheap tools for the state to use (Mann and Smith 2017; Naughton 
2020; Hill 2020; Kak 2020). 

California’s AB-1215 law, which came into effect in January 2020, is part of 
a slew of local, state and federal attempts to check this proliferation. In 2019, 
San Francisco, home to global tech giants and one of the most technologi-
cally advanced cities in the world, became the first US city to ban FR use by 
law enforcement. It was quickly followed by Somerville, Massachusetts and  
Oakland, California (Metz 2019). In October 2019, California became the third 
state to issue a ban, following Oregon and New Hampshire (Thebault 2019). 
As the namesake of the Californian Ideology (Barbrook and Cameron 1996), 
an uncritical ‘technological solutionism’ (Morozov 2012) and belief in ‘dotcom’ 
neoliberalism, it is particularly interesting that California has been one of the 
earliest movers in attempting to regulate this emerging technology. 

In the wake of nationwide – indeed global – protests after the killing  
of 46-year-old George Floyd in May 2020 by the Minneapolis Police, reports of 
FR use by law enforcement to identify and arrest protestors has further fuelled 
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demands to remove the technology from the arsenal of law enforcement agen-
cies around the country (Colaner 2020). In June 2020, the Detroit police came 
under fire for arresting an innocent Black man after FR technology flagged him 
as a shoplifting suspect. As activists mounted pressure on the city council to 
reject the proposed extension of the police FR contract, the Detroit Police Chief 
admitted that the FR system fails to accurately identify faces approximately 
95% of the time (Cameron 2020; Colaner 2020; Ferretti 2020). Around the 
same time, Boston became the biggest city on the US East Coast to ban FR for 
municipal use. Two US senators have proposed federal legislation calling for ‘a 
full stop to facial recognition use by the government’ at all levels nationwide 
(Ng 2020b). Even companies such as Amazon, IBM and Microsoft announced 
that they would not be selling the technology to law enforcement (NPR 2020). 

And yet, it may still be too early for critics of FR and other forms of algorith-
mic surveillance to rejoice. Widespread calls to abolish carceral technologies 
and practices that disproportionately affect Black Americans (Benjamin 2016) 
have put pressure on private industry, not necessarily to stop building FR for 
the government but to at least manage the optics of their involvement. Seen 
in that light, some of these moves appear to be little more than short-lived 
attempts at corporate image management. Amazon, for instance, made it clear 
that its moratorium on the sale of its FR tool Rekognition to law enforcement 
would only be for a year. 

Without the visibility provided by these protests and the sustained pressure 
of activists, it is possible that some of these uses may have gone on unchecked 
and unexamined. Indeed, many of these companies continue to sell FR tech-
nology to governments outside of the United States where there is little pres-
sure from civil rights groups or movements like Black Lives Matter (Barik 
2020). Documents released a week after Microsoft’s announcement revealed 
it had previously been trying to sell FR technology to federal agencies without 
any regard for human rights, contrary to sentiments expressed by the com-
pany’s president (Ng 2020a). 

Even AB-1215 may not be the ‘victory’ (Guariglia 2019) it seems at first 
glance. Initially intended to prohibit Californian police’s use of FR on body 
cameras permanently, the bill was gradually diluted and defanged. The version 
that was passed into law proscribes FR use for only three years. In this chapter, 
we adopt a law and society approach – which views legislation as a social phe-
nomenon (Ewick and Silbey 1998) – to explain how and why this came about. 
In this approach, researchers study law and legality as situated in society and 
laced through its culture by examining both the ‘formal and informal settings 
where legal activity – in all its guises – may unfold’ (Seron and Silbey 2004, 30). 
Our study traces the trajectory of AB-1215 from its introduction as a ‘spot bill’ 
on 21 February 2019 through its signing into law eight months later – both as 
legislative action within the state assembly and as public deliberation outside 
the corridors of the capitol. We critically examine legal documents as well as 
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reports from the civil society and news media as a social discourse with a view 
to understanding (1) how FR technology was perceived and presented by dif-
ferent stakeholders, specifically in terms of its benefits and harms and (2) what 
factors and actors contributed to the diminution of the law. 

We next discuss a range of socio-political concerns raised by FR and  
outline a conceptual framework for thinking about FR regulation in the 
light of these concerns. Then, following a brief discussion of the passage of 
AB-1215, we turn attention to our empirical analysis of the bill as a social 
discourse. We conclude with an assessment of how and why the bill was 
defanged and consider how it can inform future research and resistance 
against algorithmic governance.

Inaccuracy and Mass Surveillance 

The application of FR for law enforcement raises three interrelated concerns. The  
first is the inaccuracy of the technology itself, or the possibility that an individ-
ual is not who the FR algorithm identifies them as. That is because ‘biometric 
recognition is an inherently probabilistic endeavour’ (Pato and Millett 2010, 9).  
FR technology doesn’t see faces – the way humans do – but offers probable 
matches based on geometric representations of facial features. Making comput-
ers ‘see’ – i.e. engineering computer vision – is a difficult task that scientists and  
engineers have mulled over for decades. Advances in the ability to store  
and crunch large amounts of data as well as in machine learning algorithms 
have led to breakthroughs in recent years (Demush 2019). At first, the algo-
rithm is trained to recognise which facial features are more likely than others 
to indicate similarity by analysing different images of the same person from a 
large training data set. This is known as machine learning. It then applies this 
learning to identify images of the same individual in real-life law-enforcement 
scenarios (Huang et al. 2008). But this machine learning involves ‘millions of 
variables’ – such as lighting, picture quality, and subject distance, for example 
– and is never perfect (Garvie, Bedoya and Frankle 2016). The FR algorithm, 
therefore, does not produce the ‘right’ match for an image but a series of more 
or less likely matches.

In 2018, ACLU – the American Civil Liberties Union – tested the accuracy 
of Amazon’s Rekognition, a top FR platform used by government agencies 
throughout the United States. The FR tool failed spectacularly: ‘the software 
incorrectly matched 28 members of Congress, identifying them as other peo-
ple who have been arrested for a crime’ (Snow 2018). ACLU repeated the test 
in August 2019. This time, Rekognition misidentified 26 California legislators 
as criminals – among them Phil Ting, the author of AB-1215 (Chabria 2019). 
This lack of accuracy means that when law enforcement uses FR uncritically, 
many innocent people could end up on their radar, go to jail, be deported or, in 
countries such as the US, face the death penalty.
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The second concern is their propensity for mass surveillance and violation 
of privacy. This happens in two ways. One, law enforcement agencies collect 
photographs of people to populate their FR databases – and they do so indis-
criminately. Referring to the FBI program, the Georgetown Law report noted, 
‘Never before has federal law enforcement created a biometric database – or 
network of databases – that is primarily made up of law-abiding Americans’ 
(Garvie, Bedoya and Frankle 2016, 20, emphasis added). So far, these pho-
tographs have been mined from people’s driving licences, ID cards and even 
social media accounts. As FR is employed via cameras at airports, on police 
personnel and so on, people will be subjected to facial ‘tracking from far away, 
in secret’ and en masse (10). This makes it nearly impossible for people to man-
age their boundaries, a key practice in maintaining dynamic privacy relation-
ships. This, in turn, makes it difficult to practice critical citizenship and aspire 
to the ideals of liberal democracy (Cohen 2012).

Two, a significant feature of ‘high-dimensional’ – or individualised – data 
collection is that it allows cross referencing of multiple data sets (boyd and  
Crawford 2012). In other words, information about an individual in one data set  
can be used to find more about that individual by linking it with other data sets. 
So, while law enforcement agencies might compile FR databases putatively for 
identifying individuals in situations where a law is violated, they could eas-
ily use the photographs to track various other activities of the individual –  
including activities that may be perfectly legal but politically undesirable 
for authorities, such as participating in protests against police violence. As 
was revealed by NSA whistle-blower Edward Snowden, this information can  
be easily obtained by the US government through social media and phone 
records (Greenwald, MacAskill and Poitras 2013). When this issue is coupled 
with FR’s inaccuracy, it means that ‘[e]ven if you’re sitting at home on your 
couch, there’s a chance you could be arrested for protesting’ (Shwayder 2020).

Biopolitics of Facial Recognition

A third problem with FR systems is their proclivity to perpetuate and amplify 
social discrimination against marginalised communities. This is only partly 
a consequence of its technical flaws, which are also not arbitrary: ‘if a train-
ing [data] set is skewed towards a certain race, the algorithm may be better at 
identifying members of that group as compared to individuals of other races’ 
(Garvie, Bedoya and Frankle 2016, 9). The Silicon Valley’s whiteness and appar-
ent ‘colour blindness’ means FR training data are overwhelmingly White and 
therefore several times more likely to misidentify Black people (Buolamwini 
and Gebru 2018; Simonite 2019) – driving up their already disproportionate 
rates of incarceration. 

But social discrimination is not solely a function of machine learning or tech-
nology design. Immigrants and minorities – Black, Latinx and Muslim people 
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in particular – are already much more likely than White people to be singled 
out for surveillance via FR at the level of policymaking (Bedoya 2019) and 
disproportionately represented in law enforcement and intelligence watchlists 
(Devereaux 2019). Browne (2010) argues that the practice of making a body 
visible – or ‘legible’ – has always been an exercise in power, with political and 
economic ramifications. The branding of enslaved Africans on American plan-
tations, for instance, was a means of ‘accounting and of making the already 
hyper-visible body legible’ – not exactly the same, but also not altogether dif-
ferent from the contemporary practice of making ‘bodies informationalized by 
way of biometric surveillance’ (139). Biometric technology reimagines the body 
as flows of data and patterns of communication (van der Ploeg 2002). Objecti-
fied and digitized ‘individuals are broken down and reinterpreted in terms of the 
information provided by their body, instead of as agential social beings’ (Hood 
2020, 158). These data points are logged in a virtual register, making the bodies 
themselves legible, accountable, and thus controllable (Andrejevic, 2019). 

Considered from this perspective, FR is only the latest chapter in a long 
history of authorities using technology to subjugate, racialise and dehuman-
ise people by acting upon their bodies – the newest arena of ‘biopolitics’. A 
biopolitical view (Foucault 2003) brings to surface the systemic nature of social 
discrimination. In this view, the technological inaccuracy of FR is itself a 
consequence of institutionalised racism and classism – evident in everything 
from education to hiring practices to law enforcement – that keeps margin-
alised bodies outside of Silicon Valley offices and inside of prisons. This view 
is at once micro and macro: it segues from the datafication of human body to 
map the geography of social belonging that such data enables. Gandy Jr. (1993) 
showed how the economic value of a person’s data differed depending on the 
social group they belonged to and how this differentiation reproduced social 
inequalities. As he noted, surveillance goes beyond social control and into the 
realm of sorting and differentially targeting people based on their positionality 
in the socio-economic hierarchy. 

Petit (2017) makes a distinction between discrete and systemic ‘externalities’ 
that accrue from artificial intelligence systems. Externalities could be either 
harms or benefits to third parties. Discrete externalities are ‘personal, random, 
rare or endurable’ (26). They take place at the level of the individual, may affect 
anyone with an equal chance, are low in frequency and neither ruin nor radi-
cally improve the affected individual’s life. Examples include a malfunctioning 
robot mistaking a garden-variety rodent for a parasite and spraying it with 
pesticide. Systemic externalities are ‘local, predictable, frequent or unsustain-
able’ (26). In other words, they are foreseeable, take place repeatedly, affect 
‘a non-trivial segment of the population’ and can cause a long-term ‘reduc-
tion or increase in well-being of the local population class under considera-
tion’ (26). For instance: China’s reported use of automation and cutting-edge 
technological tools to surveil and detain its largely Muslim Uighur population  
(Taddonio 2019). 
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This distinction helps us think normatively about AI regulation. Petit (2017)
recommends that discrete externalities ‘should be left to the basic legal infra-
structure’ (28). That is, emergent problems could be resolved on a case-by-case 
basis in an ex-post manner – or after they occur – by applying specific laws that 
are already in place. But systemic externalities require ex-ante consideration. 
As they are not only predictable but also significant in the scale of their impact, 
their repercussions need to be anticipated and lawmakers ought to institute 
regulations to mitigate the harms they might cause. 

Are FR’s externalities discrete or systemic? A purely technological view that is 
restricted to FR’s inaccuracy would consider them to be discrete – random, rare 
and occurring at the level of the individual. But a biopolitical view, as outlined 
above, enables us to see that FR’s externalities are in fact systemic in nature – 
causing frequent and permanent harms to large and identifiable populations. 
FR therefore requires ex-ante regulation that anticipates these harms and pre-
vents them.

A Brief History of AB-1215

In a blogpost about ACLU’s 2018 test on Rekognition which demonstrated its 
fallibility, Jacob Snow, Technology and Civil Liberties Attorney with the ACLU, 
wrote: ‘These results demonstrate why Congress should join the ACLU in call-
ing for a moratorium on law enforcement use of face surveillance’ (Snow 2018). 
This test from ACLU, combined with mounting academic research on the dis-
crete and systemic harms of FR, has become a cornerstone for calls to ban the 
use of facial recognition technology by government agencies and law enforce-
ment organisations (Metz 2019). AB-1215, in California, was one such call. 

AB-1215 was signed into law in October 2019 and came into effect in January 
2020 for a three-year period. It states that: ‘[a] law enforcement agency or law 
enforcement officer shall not install, activate, or use any biometric surveillance 
system in connection with an officer camera or data collected by an officer 
camera’ (Body Camera Accountability Act 2019e, 3). 

The spot bill for AB-1215 was introduced in February 2019 by Democratic 
member of California’s State Assembly, Phil Ting. With the support of ACLU of 
Northern California and several other civil society organisations, Ting intro-
duced the first substantive draft of the bill in the State Assembly on 8 April. 
This version of the bill was considerably different from the final version that 
would eventually be passed. For instance, it prohibited the installation, acti-
vation or use of biometric surveillance in connection with an officer camera 
indefinitely. It also made the law enforcement agency or official liable for dam-
ages up to US$4000 in addition to attorneys’ fees (Body Camera Accountability 
Act 2019a). The bill made its arguments for a ban by drawing attention to the 
threat to civil liberties and the constitutional right to privacy and anonym-
ity posed by FR, the possible chilling effect on free speech in public spaces, 
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FR’s lack of accuracy in identifying people of colour and women, and the  
disproportionate impact of this technology on overpoliced communities.  
The bill also repudiated law enforcement’s co-optation of tools meant to ensure  
their accountability (body cameras) into tools of dragnet surveillance (Body 
Camera Accountability Act 2019a). 

On 23 April, the bill was debated and amended in the Assembly Public Safety 
Committee with the recorded support of 24 civil society organisations (includ-
ing the ACLU of Northern California) and opposition from law enforcement 
groups including the California Police Chiefs Association and California State 
Sheriffs’ Association. It passed through to the next stage with an amendment 
removing the specific amount that had to be paid in damages. When it passed 
with a 45–17 vote in the California State Assembly on 25 April, the ban on the 
use of FR in police body cameras was still indefinite (Body Camera Account-
ability Act 2019b). 

In June, it was taken up in the California State Senate Committee on Pub-
lic Safety, where it passed 5–2 without amendment. A couple of months later, 
while the bill was still on the backburner at the Senate, the ACLU of Northern 
California ran its second test using Rekognition which matched 26 Califor-
nia lawmakers including Phil Ting with criminal mugshots (Gardiner 2019a). 
Almost two weeks later, on 27 August, the bill was amended to include a sunset 
clause that repealed the bill on 1 January 2027. The amendments also excluded 
from the ban ‘internal editing procedures for redaction purposes’; and the ‘law-
ful use of mobile fingerprint scanning devices’ (Body Camera Accountability 
Act 2019c, 3–4). In September, at its final reading before passage, the bill was 
amended to shorten the sunset period from seven to just three years and was 
set to expire on 1 January 2023 (Body Camera Accountability Act 2019d). 

Thus, when the bill was signed into law, it was not so much a ban on the 
use of FR by law enforcement as a relatively short moratorium on a very 
specific use of the technology. While this was still considered a win by civil 
rights groups around the country, ACLU and Assembly member Ting’s origi-
nal intent to keep FR out of the arsenal of law enforcement in perpetuity was 
thwarted. How, and why, did this happen? And what can we learn from this 
qualified success to guide future attempts for regulating FR and other forms of 
algorithmic governance? 

Research Design

To answer the questions above, we used the law and society approach (Seron 
and Silbey 2004) to track AB-1215 as social discourse, taking place both 
within and without the corridors of the state assembly, involving lawmak-
ers as well as civil society groups, technology companies, police unions and 
the mass media. The passage of AB-1215 was a months-long process that 
involved these multiple stakeholders engaged in shaping the conversation 
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through reports, blog posts, press releases, media presence and participation 
in the legislative process. These artefacts offer important insight into the way 
the social discourse surrounding FR and its regulation evolved. Keeping in 
mind our objective to track this evolution, we conducted a qualitative content 
analysis of these artifacts. 

We triangulated data from three sources: legislative documents such as bill 
and floor analyses; communication materials from organisations listed in leg-
islative documents as supporting or opposing the bill; and local news coverage 
on AB-1215 between February (the introduction of the spot bill) and October 
2019 (the signing of AB-1215 into act by the California governor). Although 
not exhaustive, these sources provided us with a comprehensive and diverse 
collection of stakeholders and their contributions to the conversation around 
AB-1215. They allowed us to examine the stakeholders’ primary participation 
in the discourse through their own publications and statements as well as what 
was picked up by the media. 

News reports were collected and combined from three databases – Access 
World News, LexisNexis and Factiva – using the search phrase: [‘ab 1215’ OR 
‘ab1215’ OR ‘ab-1215’ OR ‘a.b. 1215’ OR California AND (‘face recognition’ 
OR ‘facial recognition’) AND (‘police’ OR ‘law enforcement’)]. Only articles 
published in the United States between 1 February 2019 and 31 October 2019, 
mentioning these terms in the headline or lead paragraphs were included in the 
corpus. Next, legislative documents were downloaded from the official Cali-
fornia Legislative Information website. This included: the multiple versions of 
the bill from 21 February to 8 October (7 documents), bill and floor analyses at 
each stage (7 documents), and vote information. Finally, we manually down-
loaded any communications material mentioning ‘AB-1215’ from the websites 
of the civil society organisations mentioned as supporting and opposing the 
legislation. If there was no mention of the bill, we chose any materials that 
discussed ‘facial recognition’ within our target dates. This yielded a total of 38 
documents for analysis. After discarding duplicate and irrelevant articles from 
the media coverage, we had a total of 148 documents (96 news articles, 14 leg-
islative documents and 38 outreach materials). 

Following Mayring (2004), analytical criteria were determined based on our 
research question as: arguments made in support of facial recognition use by 
law enforcement; arguments made against facial recognition use in body cam-
eras by law enforcement; actors making these arguments; and social and politi-
cal values present. These documents were then read line-by-line to develop 
inductive codes. In the first cycle of coding, we used the ‘in-vivo’ or ‘literal’ 
coding technique (Saldaña 2009) wherein exact phrases from the actual lan-
guage of the documents can be used as code. According to Charmaz (2006), 
this technique helps preserve the meaning of actors’ views and actions within 
the code, making it easier to analyse while and after coding. Using this tech-
nique, we developed a set of codes that were arguments for and against the 
use of facial recognition on police body cameras. We also noted the actors  
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making these arguments. In the second cycle of coding, similar in-vivo codes 
were grouped together under a summative ‘value’ to discern patterns in the 
data. Taebi et al. (2014), in their study of public values in technology and inno-
vation, cite Talbot (2011) to suggest that the term refers to the public view of 
what may be considered valuable or worth striving for.

AB-1215 as a Social Discourse

The coding, categorization and organisation of data revealed that the main 
arguments for and against the use of facial recognition in police body cam-
eras in California could be filed under three themes: (1) privacy, surveillance 
and liberty; (2) public safety; and (3) discrimination as technological artefact. 
Interestingly, both the pro- and anti-FR factions were able to use the concepts 
underlying these three themes to their advantage in their arguments. These 
themes are discussed below. 

Media discussions about the bill were dominated by civil society organisa-
tions (especially ACLU), and lawmakers (especially Assembly member Phil 
Ting, the author AB-1215), followed by representatives of police unions and 
organisations. To a much lesser extent, comments and statements from tech-
nology manufacturers such as Amazon, Axon and Microsoft were also fea-
tured in news coverage. Most media coverage was local, with city and county 
news organisations contributing the bulk of the articles in the corpus. A lot 
of the coverage was based almost entirely on press statements from Assembly 
member Ting, congressional and senate floor analyses and press statements 
from organisations with involvement in the political process such as ACLU, 
Electronic Frontier Foundation, Fight for the Future, or, from the other side, 
the Riverside Sheriffs’ Association, the California Peace Officers’ Association 
and the California Police Chiefs Association. As a result, arguments tended 
to repeat themselves across the dataset. But as our corpus was multi-pronged, 
this enabled us to understand what arguments were more likely to be picked up 
from legislative debates and outreach materials and become popularised in the 
media – and what arguments were not. In addition, we were able to track how 
the discourse changed over time.

Privacy, Surveillance and Liberty

Fears that arming police body cameras with FR systems would lead to mass 
surveillance and intrusions of privacy were prominent in statements from 
civil rights groups and lawmakers supporting AB-1215, especially in the 
weeks and months following the introduction of the bill. For instance, Ting, 
the assembly member who wrote the bill, said on 9 May, when the bill went 
to the Senate: ‘Without my bill, face recognition technology can subject law-
abiding citizens to perpetual police line-ups, as their every movement is 
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tracked without consent. Its use, if left unchecked, undermines public trust 
in government institutions and unduly intrudes on one’s constitutional right 
to privacy’ (Office of Assembly member Ting, 2019a). Similarly, ACLU rep-
resentatives repeatedly brought up the ‘invasive’ nature of FR. Matt Cagle, an 
attorney for ACLU of Northern California, said, ‘AB-1215 helps ensure Cali-
fornians don’t become test subjects for an invasive and dangerous tracking 
technology that undermines our most fundamental civil liberties and human 
rights’ (ACLU 2019a).

The idea that FR would violate not some arbitrary notion of privacy but the 
constitutionally ordained rights of American citizens was important in these 
claims. The Fourth Amendment to the US Constitution protects citizens from 
unreasonable search and seizures. In effect, this allows citizens to be present in 
public without having to show any form of identification to authorities (Body 
Camera Accountability Act: Hearing 2019a). This protection would vanish 
with the widespread adoption and use of FR by law enforcement to scan civil-
ians on the street. As described in the text of AB-1215, this is the ‘functional 
equivalent of requiring every person to show a personal photo identification 
card at all times in violation of recognized constitutional rights’. (Body Camera 
Accountability Act: Hearing 2019a, 3).

In addition, critics warned of the technology’s potential to ‘chill’ free speech 
in public spaces. The case of China was brought up as an example, such as in 
this news report:

If there is one cautionary tale that surfaces in discussions of this tech-
nology, it is the case of China’s policing through an array of cameras 
equipped with facial recognition software of the Uighurs, a largely  
Muslim minority in the western part of the country. (della Cava, 2019)

Pushback against these arguments was divided. Some proponents of FR in law 
enforcement, such as Ron Lawrence of the California Police Chiefs Association, 
asserted that privacy would be respected and technology won’t be misused. 
‘Let me be clear, law enforcement respects and understands the importance 
of protecting a person’s right to privacy’, he said. ‘We believe a person’s privacy 
should not be violated unless that person is a threat to themselves or to others. 
We stand by this and will continue to do so in the future’ (Lawrence 2019). 
But others, such as the Riverside Sheriffs' Association in its official opposing 
argument on the legislative floor, argued that citizens did not have a reasonable 
expectation of privacy in public. They also questioned why ‘civil libertarians’ 
were only concerned about privacy now and did not speak up for the privacy of  
law enforcement officers when an earlier law mandated the public disclosure  
of body camera video (Body Camera Accountability Act: Hearing 2019b).

The contradictory claims of FR proponents serve to justify the fears of FR’s 
critics. Even if one takes the assurances of officers such as Lawrence at face 
value, there would be others in law enforcement who simply do not respect or 
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recognise people’s privacy – nor the basic rights guaranteed to them in the law 
they are claiming to enforce.

Public Safety

The most common argument proffered by proponents of FR in policing was 
that it would improve public safety. To do so, they cited the ‘success’ of FR 
in other states and countries. Two frequently quoted examples included: the 
reported use of FR to capture the perpetrator of the Capital Gazette shooting in 
Maryland in 2018 (della Cava 2019); and a supposed 60% reduction in carjack-
ings in Detroit after the installation of a citywide FR system (Lawrence 2019).

In addition, law enforcement groups such as the Riverside Sheriffs’ Associa-
tion frequently brought up California’s plans to host mega events – including the  
annual Coachella Arts and Music Festival and the 2028 Summer Olympics –  
and the need to ensure public safety at these events. A ban on FR, they claimed, 
would signal the state’s inability to protect participants and visitors and could 
potentially mean the events would move elsewhere. This argument, first 
made in official comments to the legislature in opposition of AB-1215 (Body  
Camera Accountability Act: Hearing 2019b, 10), was picked up and amplified  
by media coverage.

But critics of FR turned the argument on its head. They claimed that the 
technology would undermine rather than improve public safety – especially 
for minorities. If law enforcement officers were to police these communities 
while wearing FR-enhanced body cameras, members of the public would likely 
hesitate to interact with officers, even as victims or witnesses of crimes, for fear 
of having their faces caught on camera and stored in a database in perpetuity. 
This would make the job of law enforcement more difficult and also put these 
communities in greater danger (Body Camera Accountability Act 2019a). They 
also argued that public safety can be undermined by law enforcement officers 
suspecting or arresting innocent civilians. 

Discrimination as Technological Artefact

Indeed, the disproportionately negative impact of FR on marginalised com-
munities – minorities and immigrants – was a theme that surfaced in many 
different ways. Lawmakers and civil rights groups made this a key part of their 
argument against FR from the outset. In his 9 May statement when the bill went 
to the Senate, for instance, Ting noted that ‘AB-1215 is an important civil rights 
measure that will prevent exploitation of vulnerable communities’ (Office of 
Assembly member Ting 2019a).

Albert Fox Cahn, who founded The Surveillance Technology Oversight 
Project at the New York-based Urban Justice Center, wrote in a commentary, 
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‘There’s something unbearable about thinking that our country’s largest invest-
ment ever in police accountability’ – referring to body cameras – ‘would be 
turned into a weapon against the very communities of colour that it was sup-
posed to protect’ (Cahn, 2019). Similarly, the Electronic Frontier Foundation 
noted that FR ‘exacerbates historical biases born of, and contributing to, over-
policing in Black and Latinx neighbourhoods’ (EFF 2019).

Curiously, a few months into the bill’s passage, there was an important shift 
in this argument. Social discrimination moved from being a consequence of 
‘historical biases’ to being a function of the inaccuracy of the FR technology 
itself. The shift was especially evident after Rekognition failed the ACLU’s test 
on 13 August 2019, during which it misidentified 26 California lawmakers as 
criminals – many of them, including Ting, being people of colour. This tech-
nological failure quickly became central to Ting’s statements against FR and 
justification for AB-1215. As he said after the experiment: ‘This experiment 
reinforces the fact that facial recognition software is not ready for prime time – 
let alone for use in body cameras worn by law enforcement’ (ACLU Northern 
California 2019).

To be sure, FR’s inaccuracy when it came to identifying people of colour, had 
been known for long. ACLU had run a similar test a year earlier, with similar 
results. However, as the new experiment, and Ting’s mobilisation of its results 
to back his push for the bill, began to dominate the news, the discourse about 
social discrimination shifted subtly yet recognisably. Journalists increasingly 
began to associate FR’s potential for exacerbating marginalisation to what Ting 
called its ‘dangerous inaccuracies’ as a technological artefact (Office of Assem-
bly member Ting 2019b).

Ironically, scientific support for the arguments of FR’s detractors soon 
became the bill’s undoing – at least in terms of what it was initially intended to 
be. Amazon disputed the findings of the experiment, claiming the researchers 
purposefully used a lower confidence threshold than recommended (they used 
the default settings in the Rekognition software) (Gardiner 2019a). The Infor-
mation Technology and Innovation Foundation argued FR was, in fact, more 
accurate than human recognition and so was an improvement to existing tech-
niques in terms of accuracy (Information Technology and Innovation Founda-
tion 2019). Even those who acknowledged that the ACLU experiment revealed 
a significant problem added that the problem, being technological, could – and 
eventually would – be resolved. Both Axon, one of the largest manufacturers of 
body cameras in the US, and Microsoft, which has its own FR software, agreed 
that FR had an accuracy and fairness problem – in its current state. As an Axon 
report said, ‘At the least, face recognition technology should not be deployed 
until the technology performs with far greater accuracy and performs equally 
well across races, ethnicities, genders and other identity groups’ (Sumagaysay 
2019). The idea that the main problem with FR was a technological flaw that 
needed to be and could be fixed given time became dominant. 
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This discursive shift came as a shot in the arm for FR proponents on the 
assembly floor, such as the Riverside Sheriffs’ Association. They had already 
been arguing that, as a world leader in technology development, California was 
not the kind of state that would ban a technology simply because it wasn’t per-
fect. ‘Could any of us imagine a statutory ban on Microsoft Office or Apple’s 

Figure 13.1: A Brief History of AB-1215.
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iOS until the software was able to be certified as 100% flawless?’ they had asked 
in their official comments to the legislature in June (Body Camera Account-
ability Act: Hearing 2019b, 10).

Two weeks after the 13 August experiment, the bill was amended to include a 
sunset clause (see Figure 13.1). The indefinite ban on FR was now set to expire 
after seven years. On 6 September, the expiry was further reduced to three 
years. Days after these amendments, the bill was passed in both houses – and 
signed by Governor Newsom a month later.

Conclusion: Why Biopolitics Matters 

Our study has examined AB-1215 as a social discourse, adopting a law and soci-
ety approach that views legislations as socially negotiated and focuses, among 
other things, on the ‘construction of meanings’ of the law and how it influ-
ences the legal/regulatory process (Ewick and Silbey 1998). Our analysis leads 
us to two broad conclusions to guide future social research and social action 
vis-à-vis FR and algorithmic governance in general. Firstly, the discourse com-
prised both ‘particular’ and ‘universal’ features – arguments and claims that 
were rooted in the political and cultural contexts in which they were made but 
also drew on ideas and concepts that transcended those contexts. For instance, 
the concern with FR systems infringing upon citizens’ privacy is universal, but 
in this discourse, this concern was hybridised with guarantees of personal free-
dom that were specific to the US constitution. Meanwhile, FR’s proponents, 
while echoing universalist claims about enhancing public safety with the aid 
of technology, also mobilised California’s identity as a forward-looking and 
technology-friendly state – home to the Silicon Valley – to delegitimise calls 
for banning FR from law enforcement. A hybrid analytical lens that is sensitive 
to both universal and particular characteristics of FR as a social discourse is 
therefore vital for producing a nuanced picture.

Secondly, while FR’s negative externalities – or the harms to ‘third parties’ it 
can cause (Petit 2017) – were initially perceived as systemic, they later came to 
be constructed in more discrete terms, albeit with certain systemic elements. 
Specifically, social discrimination – which FR was expected to reinforce – was 
discussed in terms of ‘historical biases’ at first but eventually became a function 
of machine learning-related inaccuracies of the technology itself. Crucially, this 
shift also implied that the harms it caused would be individualised and ran-
dom, rather than affecting large sections of the populace in a predictable man-
ner. The extent of the harm was still deemed unsustainable – wrongly identified  
individuals could end up being in prison or worse – and thus regulation was 
still warranted. But because the shortcoming was now perceived as technologi-
cal, the need for regulation was supposed to be temporary: technology would, 
after all, improve – as technology is always expected to – and inaccuracies 
would reduce and eventually go away.
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In theoretical terms, we witnessed the discourse transforming from biopo-
litical to technological determinist – foregrounding technology as the cause 
underlying social phenomena, good or bad, and de-emphasising concerns 
about institutionalised racism and mass surveillance (see also, Gangadharan 
and Niklas 2019). Ironically, this shift was precipitated by a well-intentioned 
scientific experiment carried out by a civil rights group. It is possible the ACLU 
experiment helped the bill get past the assembly floor by making the harms FR 
can cause appear more concrete and measurable. However, it simultaneously 
reduced the concerns with FR to the level of the technology itself – an example 
of what Selbst et al. (2019) have called a failure of abstraction. The social dis-
course lost its biopolitical magnitude – and so did the bill.

Shahin (2019) has drawn attention to the theoretical significance of ‘critical 
junctures’ – emergent conditions in which a social discourse takes on a new 
direction without the principal stakeholders intending it to – in shaping regu-
lations about technology. The ACLU experiment in August 2019 was such a 
critical juncture in the discourse about AB-1215. Even though ACLU’s own 
position on why FR had no place in law enforcement did not shift after the 
experiment – its press releases, for instance, retained their focus on systemic 
issues – both Assembly member Ting and the media latched on to Rekogni-
tion’s manifest failure as a piece of technology. This quickly undermined the 
original intent of the bill. To be sure, other factors may have also played a role in 
the willingness shown by Ting and other supporters of the bill to accept a sun-
set clause – twice – and change the character of the bill from a permanent ban 
on the use of FR in police body cameras to a three-year moratorium. But the 
noticeable change in the social discourse following the experiment, coinciding 
with changes in the bill itself, does indicate that the experiment weakened the 
bill even as it became instrumental for its passage.

Our analysis is significant not only for future research on FR but also for 
future efforts to check algorithmic governance, legislative or otherwise, in the 
US and around the world. Firstly, it underlines the significance of a biopolitical 
approach to understanding – and resisting – algorithmic governance. That does 
not mean technological flaws are not important to point out. But those flaws are 
themselves the consequence rather than the cause of institutionalised racism: 
they don’t produce but serve to re-produce discrimination and marginalisation.

Research and resistance therefore need to press forward with an agenda in 
which FR and other forms of artificial intelligence are viewed as sociotechni-
cal artefacts interpellated in relations of power – produced by them even as 
they serve to reproduce those relations. Moreover, a technologically determin-
ist outlook, where activists focus only on the machine, its algorithms, input and 
output, and not as much on the social contexts of its design and use, is not only 
a failure of abstraction (Selbst et al. 2019) – it is also a failure of strategy. Blam-
ing the technology alone might appear attractive in the short-term but, as our 
analysis indicates, it does not aid the long-term goal of regulating algorithmic 
governance as a means of achieving social justice.
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Secondly, these relations of power increasingly have both universal and  
particular – or global and local – dimensions. Being sensitive to such hybrid-
ity is important for research on and resistance to algorithmic governance in 
countries like the US, as our analysis indicates, but even more so in the Global 
South. That is partly because sociotechnical artefacts such as FR are constructed 
in North America and Western Europe, along with certain norms and practices 
of governance, and are often then ‘localized’ (Zaugg 2019) in the Global South 
amidst different forms of social hierarchy.

Understanding these hybridised dynamics opens new avenues for research and 
resistance aimed at exposing and destabilising such hierarchies. For instance, 
how are algorithms trained to discriminate against people of colour implicated 
in the biopolitics of societies where the entire population is ‘of colour’? If algo-
rithms for governance are coded and trained from scratch rather than copied 
and pasted, what kinds of power and norms of control do they reflect and repro-
duce? Comparative research across countries, and empirical research focusing 
on specific countries and contexts of design and use of these technologies are 
important. As new legal instruments are developed to regulate this technology, 
collaborations between legal scholars and scholars of social science are key in 
understanding how we can negotiate these technologies as a society. 

In conclusion, we emphasise the main argument of our study. Scholars and 
activists have long been aware of the role of algorithms and artificial intelli-
gence in marginalising minorities and immigrants and reinforcing relations of 
power (boyd and Crawford 2012; Eubanks 2018). Biometric technologies, such 
as FR, are particularly insidious examples as they can act at the level of both 
the ‘body’ and the ‘body politic’. They reduce human beings into data points 
that may be stored, manipulated and controlled en masse (Browne 2010; Hood 
2020). At the same time, they enable forms of domination that are systemic in 
nature: they have a long history and they are institutionalised in a variety of 
social practices. Indeed, algorithms themselves represent one such social prac-
tice. The prejudices they exhibit are a consequence of the systemic bias they are 
produced by – even as the algorithms help re-enact and reproduce that bias. 
Research on and resistance to algorithmic governance should, therefore, avoid 
the trap of technological determinism and not lose sight of the systemic nature 
of their subject matter – the biopolitics of discrimination and domination. 
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